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ABSTRACT
Whether figuring out where to eat in an unfamiliar city or decid-
ing which apartment to live in, consumer generated data (i.e. re-
views and forum posts) are often an important influence in online
decision making. To make sense of these rich repositories of di-
verse opinions, searchers need to sift through a large number of
reviews to characterize each item based on aspects that they care
about. We introduce a novel system, SearchLens, where searchers
build up a collection of “Lenses” that reflect their different latent
interests, and compose the Lenses to find relevant items across dif-
ferent contexts. Based on the Lenses, SearchLens generates per-
sonalized interfaces with visual explanations that promotes trans-
parency and enables deeper exploration. While prior work found
searchers may not wish to put in effort specifying their goals with-
out immediate and sufficient benefits, results from a controlled lab
study suggest that our approach incentivized participants to ex-
press their interests more richly than in a baseline condition, and
a field study showed that participants found benefits in SearchLens
while conducting their own tasks.

CCS CONCEPTS
• Information systems → Query representation; Search in-
terfaces; • Human-centered computing → Graphical user in-
terfaces; Web-based interaction.
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1 INTRODUCTION
Whether figuring out where to eat in an unfamiliar city or decid-
ing which apartment to live in, people often rely on reading on-
line reviews and forum posts to make predictions about how well
different options might match their personal interests and needs.
With the proliferation of online reviews, people now have instant
access to millions of online reviews from people with varying per-
spectives and interests. It was estimated that in 2013 Amazon pro-
vided shoppers access to more than one million reviews for just
their electronics section [34], and in 2016 Yelp provided around
250,000 reviews for over 6,000 restaurants for the city of Toronto
alone [29]. Having access to this rich repository of diverse perspec-
tives based on the past experiences of others has the potential to
empower consumers to understand their choices thoroughly and
make better decisions for themselves without being overly influ-
enced by marketing and branding [15].

Unfortunately, it is often difficult for users to be able to quickly
and efficiently match their personal interests to the large amount
of information available for each potential option. One problem
is that simple star ratings are often not sufficient, and recent re-
search has shown reviews often play an important role in users
online purchase decisions [21, 36]. For example, restaurants might
receive negative reviews for its simple decor and lack of good am-
biance, but some searchers might value more the authenticity of
the food or whether vegan options were available on the menu.
Subsequently, finding, reading, and evaluating relevant reviews is
time-consuming and challenging. Users have to manually parse
through the reviews for each restaurant and match them to their
personal interests (e.g., kid friendly, authentic Indian cuisine).They
then have to track which restaurant meets which criteria, and if
they discover and add any additional criteria, they must back-fill
that information and re-evaluate previously seen restaurants. Fur-
thermore, once a user has finished searching, the work performed
discovering and evaluating factors is lost, resulting in having to
start from scratch even if a similar need arises in the future. For
example, a traveler who has spent a lot of time choosing between
ramen restaurants in Los Angeles must start from scratch eval-
uating ramen restaurants in Toronto, despite having discovered
several important factors (e.g., thickness and chewiness of noodle,
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Figure 1: An overview of the SearchLens system.TheQuery Panel on the left allows users to specify search topics, or Lenses, by
specifyingmultiple keywords.Thekeywords for a given Lens are show in colored cells sized by importance (weight). Lenses can
be freely disabled or enabled for different scenarios. The Results Panel on the right shows a ranked list of search results that
best match the enabled Lenses from the searcher. The same visualization for specifying queries are then used for explaining
how each result matches with user’s interests and mental model, and also serve as an interactive navigation for filtering
mentions of specific keywords. The Overview Panel at the bottom shows a collapsed version of the cells that allows for quick
comparison between results.

whether the broth is simmered for a long time with pork bones)
that will be similarly utilized in their decision making.

Getting users to specify these nuanced interests and preferences
has been a long standing challenge. Several decades of research
have explored ways of getting users to externalize their interests
[3, 30], for example by: using prompt and text field designs that
promote longer query terms [4, 19], asking for relevance feedback
on the results provided [38, 41, 42], or explicitly asking users to
build up sets of query terms of different topics [27, 28]. There are
two primary challenges brought up by this work. First, users have
trouble specifying their interests, which includes challenges with
identifying query terms that were neither too general nor too spe-
cific; providing more than a few terms (even when longer queries
were more likely to lead to useful results); and learning terms from
the content, rather than knowing them all beforehand [4, 42]. The
other main issue found is that it is very difficult to get users to put

in the work to externalize their interests, either as query terms or
as explicit feedback, due to perceptions that the work will not be
sufficiently paid off in the future or not understanding how their
work will affect their results.

To tackle this issue of capturing, leveraging and exposing user
interests, we introduce SearchLense, where users construct exter-
nalized representations of their interests as “Lenses”. Lenses are
leveraged as an explanatory tool, providing users with a way to
quickly parse, understand and make judgments based on the vast
amount of review data instantaneously. Additionally, Lenses can
be reused in different contexts and combined in different configu-
rations. In the example above, imagine a system which could cap-
ture the factors that the traveler found important for ramen in Los
Angeles and reuse them to quickly make a confident, personalized
decision about ramen in Toronto. If traveling to Toronto with kids,
a “kids” Lens might also be added with factors such as whether
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the restaurant typically has long lines and how many seats it has.
These persistent Lenses could be useful in a variety of situations
beyond reviews, ranging from academics keeping track of inter-
esting research topics; travelers deciding which places to visit in
an unfamiliar city; consumers deciding between products; lawyers
doing case discovery; or voters tracking important issues. We ex-
plore this problem in the context of restaurant reviews, conduct-
ing a controlled lab study with 29 participants to examine if our
visual interface for explanation and exploration is effective in pro-
viding immediate benefits to elicit rich interest expressions from
the users. Additionally, we performed a three day field deployment
study with 5 participants to explore the benefits of Lenses when
users were conducting their own tasks. Results suggest that our
prototype system SearchLens was able to learn richer representa-
tions of its users’ interests when compared to a baseline system by
allowing users to fluidly capture, build, and refine Lenses to reflect
their interests and needs, and that the user-generated interfaces
can be reused over time and transfer across contexts.

2 RELATEDWORK
Past research has proposed a variety of approaches to collecting,
modeling and leveraging users’ interests and intents through both
interface design and computation. Our work builds on this diverse
of literature by allowing the system to learn the personal inter-
ests of the users through interaction to retrieve relevant data, and
present data based on its understanding of the different users. This
allows us to elicit structures that can be reused across different
contexts and tasks and are more nuanced and personalized to each
userswhen compared to traditional search structures such as search
results clustering or pre-compiled facets.

2.1 Eliciting and Modeling Interests and
Intents

A significant topic of research has been interfaces that can collect,
explicitly or implicitly, the personal goals and interests of users as
they search for information and modify their viewing of content
correspondingly. While there is extensive literature on doing so
in the context of personalized search and re-ranking of search re-
sults (e.g., [7, 8, 44, 45]), we focus here on work that enables more
interactivity and transparency of users’ interests to support more
complex searching. One such thread lies in the collection of users’
interests through keywords or interest vectors into an agent or
user interest or intent model. This includes seminal work such as
WebMate [11], which built up an agent composed of sets of TF-
IDF [49] vectors to represent the user’s different interests. Similar
to WebMate, we aim to build collections of terms that represent
the user’s interests, but focus on explicit user selection of those
sets, and making them explainable and composable. Interestingly,
WebMate’s “Trigger Pair Model” which looked at co-occurrence
of words within a sliding window across a set of documents can
be seen as a precursor to the word vector model that we use for
keyword suggestions. More recent work in this vein includes user
modeling of concepts, such as AdaptiveVIBE [1] and Intent Radar
[38], which include two dimensional visualizations of documents
and their relation to the user’s inferred interests. Our work builds
upon these but aims at increasing the richness of the structure,

nuance, and specificity of the user’s expression of interests. Specif-
ically, our Lenses, composed of multiple keywords that can cap-
ture multiple levels of specificity, can be themselves composed
into more complex expressions and reused across different con-
texts and tasks. We also focus on supporting users in the discov-
ery process of building good terms that are discriminatory and ex-
planatory.

2.2 Faceted Search Interfaces
In cases were item metadata is available, faceted search is perhaps
the most commonly used search interface [23], in which users can
filter results by selecting or deselecting categories or “facets” (e.g.,
products on an online shopping site). Although originally designed
to help searchers efficiently narrow down relevant sources and ex-
clude irrelevant sources from their search results, researchers have
also found faceted search interfaces beneficial in exploratory sce-
narios, where searchers are less certain about their information
needs [24, 53]. Although these expert structures can cover many
general and objective aspects of the data for navigation or filter-
ing (such as price range and location of restaurants, or authors and
publishing year of books), it can be difficult to scale to nuanced and
subjective criteria that vary between users. For example, different
users may have different ideas about what makes a good date night
restaurants. SearchLens instead uses a novel interactive interface
that allowed searchers to specify and refine their personal and id-
iosyncratic search topics in a composable and dynamic way that
enables personalized visual explanation and deeper exploration of
search results.

2.3 Automatically Identifying Structure
In cases where metadata is not available, computationally infer-
ring task-specific fine-grained facets (e.g., day trip destinations) re-
mains a challenge [6, 46]. Researchers have long explored ways to
extract structure by clustering search results using machine learn-
ing [26, 54, 55], lexical and HTML patterns [32], crowdsourcing [9,
10, 13, 22], or interaction techniques [26, 27, 27].The Scatter/Gather
system in particular, allowed users to navigate and explore large
collections of documents using an interactive hierarchical cluster-
ing paradigm [26]. However, a number of papers [10, 14, 25] point
to the fact that automatically techniques can often produce inco-
herent structures that are difficult to comprehend by users. Fur-
ther, the automatically generated structures were designed to re-
flect the characteristics of data for exploration, and does not take
into account the interests of the users when trying to infer struc-
tures. While they may be effective for exploration and navigation,
they typically provide little support for allowing users to external-
ize idiosyncratic search goals, and do not present data in ways that
reflect the interests of the users. In SearchLens, we allow the user to
explicitly express their idiosyncratic search goals using structured
queries we call Lenses. The system provides a novel interactive vi-
sualization that allows users to both refine their query structures,
and help them interpret the results based on their interests. This
draws from degree of interest (DOI) functions used in the visu-
alization literature, which drive human attention to areas of the
information that have high expected utility for a user’s expressed
or inferred goals [20, 47], and suggest a bottom-up and iterative,
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user-driven process of searching in which the user is continually
updating the expected utility function.

2.4 Concept Discovery and Evolution
Research in interactive machine learning has also explored tech-
niques to support data annotators or searchers in discovering and
externalizing useful conceptswhenworking in unfamiliar domains.
For example, Alloy used a sample-and-search technique to catego-
rize textual datasets with novice crowdworkers where they first
explore the space of information through sampling items in the
dataset to discover useful categories, then externalize each cate-
gory using a set of query terms and search for other relevant items
[10]. Past work has further suggested that the working concepts
of an annotator may change over time as new items were exam-
ined [33]. Different techniques that can better support this concept
evolution process were proposed, such as structured labeling [33],
crowd collaboration [9], and interactive visualization [12]. These
point to the importance of providing mechanisms that allow users
to not only discover and define concepts based on data, but also
to easily evolve their concept representations during the process
of exploring an unfamiliar domain. In a study more closely related
to our work, CueFlik allowed image searchers to define concep-
tual filters (e.g., listing only action shots when searching for base-
ball images) by labeling items in a search result list as positive or
negative training examples [18]. Previously defined filters are per-
sisted and can be applied to future searches (e.g., applying the same
action shots filter when searching for football images), but evolv-
ing existing conceptual filters would require recreating filters from
scratch or re-labeling items in existing filters. Our work builds this
past work to allow exploratory searchers in unfamiliar domains
to discover concepts of interests from data and externalize these
concepts in the form of “Lenses” that can be continually refined.
Finally, the Lenses are persisted across different search sessions
similar to [18], and can be modified and composed for different
scenarios and goals.

3 SYSTEM DESIGN
Thekeymotivating concept behind SearchLenswas providing users
with a way to externalize their complex interest profiles in a way
that could be useful for ranking, explanation, and transference to
different contexts.We aimed tomake the interface simple and trans-
parent but also powerful enough to express higher level, abstract
concepts and differing levels of specificity. To do this, we introduce
the idea of “Lenses”: reusable collections of weighted keywords
that contain “honest signals” of a user’s interests that can be com-
posed in different configurations to match a user’s current needs.
The Lenses that are enabled in a particular configuration drive var-
ious visualization and explanation elements to help the user un-
derstand how the information space meets their needs, and also
whether they need to fix or reformulate their Lenses.

A key challenge here is incentivizing users to create rich Lenses
by providing sufficient and immediate benefits. For this, Search-
Lens provides visual explanation of items in the search results based
on users’ Lenses, which also serves as an interface for deeper ex-
ploration. When a new Lens is created or enabled, its visual repre-
sentation appears on the interface for each item, allowing users to

understand how well each item matches with the Lens, and how
frequently each keyword is mentioned in its reviews. To further
explore each item, users can click on keywords in each Lens to see
relevant reviews.

A typical use case is as follows. A user just moved to Pittsburgh
and wants to go out to eat ramen. She starts by pulling up a restau-
rant she knows she likes from Toronto and goes through some of
the reviews, noticing that the reviews of her favorite tonkatsu ra-
men mention interesting signals such as “bone” and “umami” and
adds them to her ramen Lens along with other useful words such
as “tonkatsu”, “ramen”, “bowl”, etc. After checking to see that her
Lens is bringing up other restaurants that serve ramen she likes in
Toronto and adding a few of their terms to her Lens, she switches to
Pittsburgh and looks for how her Lens is being used. She also acti-
vates her drinks Lens, which she’s built up over time to incorporate
her particular interests in unfiltered sakes as well as hoppy beers.
Using the Lenses, she quickly see which ramen restaurants in the
results list serve unfiltered sakes and/or hoppy beers. To further ex-
plore her different options, she can click on each keyword in her
Lenses to filter relevant reviews. For example, “tonkatsu” might be
often mentioned with “spicy” in one restaurant, and “creamy” in
another, allowing her to further differentiate her options based on
aspects that she cares about.

The following subsections describe the designs of the Search-
Lens system. We will first present our concept of “Lenses,” and
how users can use SearchLens to fluidly express and refine their
different nuanced interests, and freely compose their Lenses for
different contexts. We will also describe how search Lenses can
provide immediate benefits once specified, providing users visual
explanation of each item in the search results, and also an interface
for deeper exploration.

To test our prototype system in a realistic and manageable set-
ting, we focused on the domain of restaurant reviews where per-
sonalization and searching with multiple goals is especially impor-
tant. We used a subset of the dataset from the Yelp challenge [29]
that included local business in 11 metropolitan areas.1 Restaurants
and reviews were selected by string matching on the city field of
each restaurant available as metadata in the Yelp challenge dataset,
resulting a subset of 48,485 restaurants and 2,577,298 reviews. This
allows us to explore how user-specified Lenses can be composed
and reused for different scenarios, as well as for the same scenario
across different cities. In addition, we also use the same data to
train a Word2Vec model [35] for generating Lens-specific query
term suggestions.

3.1 Capturing User Interests with Lenses
Our goal was to develop a way to elicit users’ interests which is
both highly expressive and immediately beneficial. To explore the
natural discovery and collection of users’ interests we conducted a
preliminary study in which we asked people to read reviews of
their favorite restaurants on Yelp and see if they could identify
terms that were good indications of their interests. We discovered
that people found it intuitive to identify many different terms that

1Pittsburgh, Charlotte, Phoenix, Las Vegas, Toronto, Montréal, Mesa, Mississauga,
Cleveland, Scottsdale, and Edinburgh.
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matched their interests. Many of these terms were not simply gen-
eral descriptors (e.g., “good”, “tasty”) but instead terms they con-
sidered indicative of matching their personal interests (e.g., an au-
thentic ramen restaurant would include terms talking about the
thickness of the noodles; a popular restaurantmight be less favored
if it also had very long lines). Terms also fell into different classes
of factors users were interested in (e.g., service vs. food quality vs.
parking). Users seemed to focus on finding reviews that mentioned
these terms and use them in their decision making.

Based on these initial findings we developed a system for users
to easily collect terms from reviews into “Lenses” and to use those
terms to identify and summarize reviews that mentioned those
terms. Similar to [27], we enable users to search with multiple
Lenses at the same time. However, our Lenses differ from tradi-
tional search queries or facetedmetadata in several importantways.

First, our system encourages the iterative development of Lenses
as the user explores. A common activity in online exploratory search
involves discovering new and interesting aspects fromdata. Search-
Lens aims to make it easy for users to add new Lenses and im-
prove existing ones throughout their searching process. Users can
create a new Lens by specifying a set of keywords using the text
field in the Query Panel on the left (Figure 1). As users browse
the results on the right, they might find some keywords in their
Lenses were too general to be useful (e.g., “tasty broth”), and find
discover more indicative keywords either from prior knowledge or
from the reviews (e.g., “rich and thick broth”). In this case, users
can refine their Lenses by adding new keywords using three dif-
ferent interactions, each for a different scenario. First, users can
click on the plus icon under each Lenses to enter new keywords
in a Lens specific text field. Second, as users discover more indica-
tive keywords or new topics of interests from the reviews, they
can highlight the keywords and use a context menu to add them
to an existing Lens. In addition, a list of keyword suggestions are
also listed under each Lens based on current keywords (Figure 2).
Users can hover over each suggestion to see example mentions,
and click on the keyword include it. This allows users to assess the
usefulness of the suggestions, such as to avoid ambiguous terms.
The Lens-specific suggestions were computed based a word seman-
tic model described in the below subsection. To remove a keyword,
users can click on its cell and select remove keyword in the context
menu.

Once constructed, Lenses can then be used to visually inspect
and adjust their “projections” onto the data. Lenses are represented
visually as boxes subdivided into cells, one for each term the user
added. Initially, all keywords in the same Lens have equal impor-
tance (as reflected by being the same size), but users can click on
each cell to select different importance in a context menu (x1, x2,
x4, x10, exclude) to better reflect their personal preferences. The
size of the cells will adjust accordingly to reflect the importance
of each keyword (excluded keywords are represented using fixed
size cells with a unique pattern fill). The shade of each cell shows
the overall frequency of each keyword in the top 30 search results
(Figure 1, Query Panel). This allows the user to get a sense of how
items in the corpus reflect theirmental representation of each topic.
For example, a large cell with very light shade represents a concept
that the users deemed as an important feature of the topic, but was
rarely found in the results. Surfacing this information ensures user

Figure 2: SearchLens provides keywords suggestions based
on currently Lenses. Hovering shows a preview panel with
mentions of the suggested keyword, allowing users to bet-
ter understand the effect of adding the suggested keyword.
In this case, SearchLens suggested balcony, terrace, fenced,
and other keywords for the “Outdoor Seating” Lens. How-
ever, further inspection showed that fenced may not be a
indicative keyword for the purpose of this Lens.

are aware of how useful each of their keywords are, and can refine
their Lenses to include more indicative keywords.

As Lenses and terms are collected a user can over time build up a
repository that reflects her personal interests. Each Lens can be dis-
abled and re-enabled and are persisted across different visits to the
SearchLens interface, with disabled Lenses are listed at the bottom
of the Query Panel (Figure 1). Various combinations of Lenses can
be activated depending on the goal and context. For example, for a
date night a user might enable their personalized Lenses for “cozy
and intimate”, and “vegan”, or for a weekday lunch activate their
Lenses for “fast casual”, “vegan”, and “easy parking”. Although our
main thrust in this paper is exploring the viability of this approach,
further work will likely be needed to understand as Lenses accu-
mulate how to scale them. For example, in the current prototype all
disabled Lenses are shown, but future systems could further con-
textualize Lenses by inferring the task context (e.g., what type of
item someone is searching for).

3.1.1 Keyword Suggestions. While creating a new Lens, listing all
keywords from prior knowledge can be mentally taxing and have
poor recall. To further reduce the required effort for building ex-
pressive Lenses, SearchLens generates Lens-specific keyword sug-
gestions. As an example, when a user created an “Outdoor Seat-
ing” Lens with only three keywords (“outdoor”, “patio”, and “gar-
den”), SearchLens automatically suggested relevant keywords in-
cluding “balcony”, “courtyard”, and “terrace” (Figure 2). To do so,
we trained a Word2Vec model [35] with 300 dimensions using the
entire Yelp dataset of 2,577,298 reviews. The trained word model
can project words onto a semantically meaningful vector space,
which in turn allows for measuring semantic similarity between
words. Alternatively, it can also be used to find a set of words that
are semantically similar to a given term by searching in the vector
space of nearby words. To generate Lens-specific keyword sugges-
tions, we first project all its keywords in a Lens onto the vector
space and calculate the average vector to obtain a list of similar
terms around the average vector. To further increase the chance of
presenting useful and discriminatory search terms, we only used
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terms that appeared more than 50 times in the corpus, were men-
tioned in reviews of more than three restaurants, and were men-
tioned in less than 40% of all restaurants.

3.2 Interest-driven Explanation
Persistent, decoupled user interest models would be beneficial to
users the long run by providing separate reusable and recompos-
able interests across multiple search sessions. However, without
immediate and perceivable benefits, users typically are not willing
to spent extra effort expressing their separate interests for future
tasks. For this, SearchLens uses each user’s Lenses to provide visual
explanation of each item in the search results. This is based on our
approach of allowing users to express their multiple topics of inter-
est separately, which enables SearchLens to distinguish between
keywords of different topics and opens the possibility of visualiz-
ing each result according to users’ interests in easy-to-interpret
ways. Explanation is especially important for supporting search-
ing with multiple interests, as it can be difficult for the users to
understand which interests and keywords were associated with
each result. Consider traditional search interfaces that only offer a
short snippet for each result as explanation.These short summaries
provide little support for personalized interpretation beyond a few
highlighted query terms and their context. Even if users listed key-
words of many different topics at once, the linear result list also
provides little information about each result beyond their overall
relevance ranking.

One obvious approach to explaining items in the search results
is to surface mentions and statistical information, such as mention
frequencies, at the topic level. For example, [28] visualized the over-
all frequency of different search terms in different topics for each
search result, and [27] visualized the mention locations of different
topics within each document. Visualizing at the topic level allowed
these systems to provide mechanisms for specifying many topics
and keywords, while at the same time visualized deeper informa-
tion about each result in a way that matches the mental model
of the searchers. However, visualizing at the topic level can be pro-
hibitive for keyword-level operations, such as query reformulation
and assigning importance levels to different keywords based on
their frequencies.

SearchLens supports rich explanation at the topic and keyword
level through its user-specified Lenses. Explanation occurs by show-
ing the each Lens visualization from theQuery Panel (Figure 1) on
each result and adjusting the term shading to correspond to the
frequency of the term within that search result (Figure 3). By us-
ing identical colors and layouts of each Lenses, and showing result-
specific keyword frequencies, users can quickly interpret how each
result matches with their different interests at both the topic and
at the keyword level using a familiar visualization. As an example,
Figure 3 shows how a user might examine two restaurants in a
search result list using her Lenses for “Steak”, “Alcahol”, and “Out-
door Seating”. At the topic level, both restaurants matched well
with her Steak Lens rendered in dark shades that incorporated her
stronger preference for “ribeye” steak, and also also her other in-
terests such as “flank” steaks. She can also see that the first restau-
rant matched her Outdoor Seating Lens better than the second one.
Looking at the same Alcohol Lens at the keyword level, she can

Figure 3: The visual explanation and exploration feature al-
lows comparison of results at different levels of granular-
ity using a familiar interface used for specifying queries - at
the levels of Lenses, keywords, co-occurring terms, andmen-
tions, allowing users to query with multiple Lenses at the
same time, while still being able to comprehend how each
result matches their different Lenses.

easily see that the two restaurants matched differently with her
“Alcahol” Lens where the first one has many mentions of “byob”
in the reviews and the second one with many mentions of “beer”
and “bar” instead.

Finally, to provide a more compact, higher-level, topic-centric
overview of all restaurants in the search results, SearchLens col-
lapses the colored cells for each Lens into a single cell similar to
[28]. The size of each cell to shows the overall frequencies of key-
words in different Lenses for each result (Figure 1). This allows
users to get a quick overview of restaurants in the search results,
and compare different options at the topic level using the Overview
Panel at the bottom.

3.3 Supporting Deeper Exploration of Items
In addition to acting as a visual explanation for each result, the
cells in the visualization also act as a navigation tool for deep ex-
ploration at the keyword level. Users can explore mentions of dif-
ferent keywords by clicking on its corresponding cell and the sum-
mary will update in real-time to show a list of its mentions. In ad-
dition, the Lens also shows the top co-occurring words that were
frequently mentioned near the selected keyword as overview and
deeper navigation, a strategy found useful in exploratory scenar-
ios by prior work [16, 17, 37]. As an example, Figure 3 shows the
how the Lenses allow users to explore and compare options at dif-
ferent levels of granularity. At the highest level, users can use the
shading of different cells to see that the Outdoor Seating Lens has
more mentions in the first restaurant (Figure 3). Searchers can use
the shading of individual cells to compare options at the keyword
level. For example, the term “BYOB” was frequently mentioned in
reviews for the first restaurant, but did not show up in reviews
for the second restaurant. Finally, clicking on the individual cells
allows users to explore mentions of its corresponding keywords
and words that were frequently mentioned together. For example,
when exploring mention of the work “ribeye” for both restaurants,
SearchLens shows that there were many mentions of “sandwich”
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near the word “ribeye” for the first restaurant, and many men-
tions of “bone marrow” near “ribeye” for the second restaurant
(Figure 3).

3.4 Indexing and Ranking
Traditionally, faceted search systems typically combine factors from
multiple facets for ranking using disjunctions (factorswithin facets,
such as brands selected by the user on a shoppingwebsite) and con-
juctions (factors between facets, such as brands and price ranges).
In an early iteration of SearchLens, we tested using the Boolean
OR operator between keywordswithin the same Lens, treating key-
words within the same Lens as synonyms while ranking. However,
users reported this approach lead them to restaurants that poorly
reflected their Lenses, as some restaurants may have many men-
tions of few keywords in a Lens, but very few mentions of other
keywords. Fundamentally, unlike faceted search systems, different
keywords in the Lenses typically describe a criteria as a whole. For
example, an authentic ramen Lens might contained keywords de-
scribing creamy bone broth and freshly made noodles. In this case,
the different keywords combined represented what the user con-
sidered good ramen restaurants, instead of as alternate options in
a facet (such as a set of preferred brands). In a later iteration, we
switched to Okapi BM25 for ranking that used inverse document
frequencies to weight keywords instead of eliciting importance rat-
ing from the users. However, users reported unable to construct
Lenses that reflect their priorities and unable to construct expres-
sive Lenses that lead to useful results. This lead to the current it-
eration where we used a modified version of the standard Okapi
BM25 ranking function to combine keywords across Lenses [40],
which by default considers both term frequency and document fre-
quency to rank documents similar to TF-IDF ranking function, but
also adjust for the length of each documents.

We modify the Okapi BM25 ranking function to account for
the importance levels specified by users in the following ways.
By default, Okapi BM25 uses the inverse document frequencies
to weight each keywords, with the motivation that words appear-
ing in many documents tend to be less important. Since in Search-
Lens users can specify keyword importance using the interactive
visual explanation, we instead weight each keyword according to
their user-specified importance level. By default, SearchLens as-
sume each Lens is equally important, and normalizes the weights
of keyword q in a Lenses ℓ in proportion to the user-specified im-
portance level of all keywords q́ in search Lens ℓ:

weiдht(q) =
importance(q)∑
q́∈ℓ importance(q́)

SearchLens then uses the normalized keyword weights in place
of the inverse document frequency term in the Okapi BM25 rank-
ing function, and the score of each document d in the corpus for a
set of Lenses L is therefore:

score(d,L) =
∑
ℓ∈L
q∈ℓ

weiдht(q) ∗ t f (d,q) ∗ (k + 1)

t f (d,q) + k ∗ (1 − b + b ∗ |d |/avдDL)

where ℓ is the different user-specified Lenses, q is the different
keywords in each Lens ℓ, t f (d,q) is the term frequency of key-
word q in document d , |d | is length of the document d , and the
constant avдDL is the average document length in the corpus. We
used the default parameters k = 1.2,b = 0.75 for Okapi BM25.
Finally, we sum up the score of each Lens weighted by a coordina-
tion factor, which is the proportion of keywords in a Lens that has a
non-zero document frequency. This modified version of the Okapi
BM25 function can be easily translated to SQL queries for standard
relational databases, or as a custom ranking function for the pop-
ular open sourced document retrieval engine Apache Lucene. This
allows the SearchLens interface to be easily implemented using
readily available tools that were already optimized for scaling and
computational efficiency. Admittedly, more sophisticated ranking
approachesmay further improve the quality of results, but this sim-
ple method allowed us to explore the costs and benefits of provid-
ing reusable, re-composable, explanation-centric Lenses to users.

3.5 Implementation Notes
Thebackend of SearchLenswas implemented in Python, usingNLTK
[5] and gensim [39] for indexing and word semantic model, respec-
tively. In the indexing phase, text in each review is lowercased, to-
kenized, and stemmed using the Word Punkt Tokenizer [31] and
Porter Stemmer [48]. Stopwords are filtered out. An inverted index
that records the document and the offsets of the mentions of each
word stems is computed and stored in a PostgreSQL relational data-
base. The Flask Python framework was used for our HTTP server.
We implemented front-end of the SearchLens prototype as a web-
based system using Javascript (ES6) and the ReactJS GUI frame-
work, and the interactive visualizations are implemented using the
D3.js library. User-specified Lenses were stored on client-side us-
ing browser cookies, so that they are persistent for the searchers
between multiple visits.

4 EVALUATION
We evaluated SearchLens in two studies. First, we conducted a us-
ability study in a controlled lab environment. Using predefined
tasks, we tested the usefulness and usability of the system, as well
as whether the visual explanation and exploration features provide
enough benefit to encourage participants to express their rich and
multifarious interests. Second, we conducted a field deployment
study where participants use SearchLens for their own tasks. This
allowed us to explore the benefits and limitations of our reusable
and re-composable Lenses in real-life scenarios.

4.1 Usability Study
The main goal of the usability study was to verify in a controlled
lab environment the usability of the interface and whether the vi-
sual explanation and exploration features can provide benefits to
encourage users to express their nuanced and multifarious inter-
ests. We considered these the preconditions for conducting a field
deployment study to test the real-life benefits of reusable and re-
composable Lenses. Therefore, we focused on the following:

• whether the interface encouraged participants to external-
ize multiple interests and structure them using Lenses
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Figure 4: A Baseline system with topic-level visual explana-
tion by collapsing the colored cells in each Lens and visual-
izing results only at the topic level.

• whether participants found the visual explanation and ex-
ploration feature to be useful

• whether the added benefits of visual explanation and explo-
ration encouraged participants to spend more effort to ex-
press, iterate, and refine their Lenses

To test the above, we compared SearchLens to a baseline in-
terface as a between subject condition, where the detailed visual
explanation and exploration features were removed by collapsing
the colored cells in each Lens and visualizing results only at the
topic level (Figure 4), resulting an interface similar to the TileBars
and the HotMap systems [27, 28]. Unlike in the SearchLens condi-
tion, users can only explore each restaurants at the topic-level, but
not at the individual keyword level. Since searchers can not assign
importance levels for each keyword in the baseline interface, we
used the standard Okapi BM25 ranking function that weights key-
words based on inverted document frequencies [40]. We chose this
baseline as a more conservative test of the interactive explanation
features than, for example, a comparison to Yelp or other search
query-driven site (which are the implicit comparisons for the field
study below).

The three scenarios for the usability study are listed below. The
first scenario was designed to have both clear criteria (nice decor
and good atmosphere and serves beer or wine), and an exploratory
aspect (find a specific type of Japanese restaurant based on your
own preferences). Scenarios 2 and 3were designed to explorewhether
users would be able to reuse their Lenses for different contexts and
find value in doing so. Scenario 2 had overlapping criteria to Sce-
nario 1 (serves beer, cocktails, or wine), and Scenario 3 involved
performing an identical search to Scenario 1 but in a different city.

• Scenario 1: Stanley is in Pittsburgh, USA visiting some friends
and he is in charge of finding a few good restaurants for the
group. They are interested in Japanese restaurants. They’re
not familiar with Japanese food or the different types of
Japanese restaurants, so it is up to you to find Japanese restau-
rants based on reading the reviews and your personal pref-
erences. The restaurants should have a nice decor and good
atmosphere. Some of his friends like to have a few drinks
with their meal, so if the place has a bar that serves beer
or wine it would also be great. Since its pretty nice out, it

Figure 5: Number of Lenses and keywords saved by each par-
ticipants at the end of the study. Participants in both condi-
tions created comparable number of search Lenses, but par-
ticipants in the SearchLens condition collected significantly
more keywords in their Lenses.

would also be nice if the restaurants has outdoor seating or
a patio, too.

• Scenario 2: John is looking for good seafood restaurants in
Pittsburgh, USA, particularly places that serves fresh oys-
ters and has a bar that serves beer, cocktails or wine. Decor
or atmosphere are not important, but big plus if they offer
outdoor seating, for example, a patio. Some of his friends are
allergic to seafood, so the place must also have non-seafood
options, preferably steak.

• Scenario 3: (Same as Scenario 1 but for finding restaurants
in Montreal, Canada instead of in Pittsburgh, USA.)

A total 29 participants were recruited from a local participant
pool, where 14 participants were randomly assigned the Search-
Lens interface with three predefined search tasks (N=14, Age=18-
61, M=28.1, SD=12.7, 7 male, 6 female, and 1 other/not listed), and
15 participants assigned the baseline interfacewith the same search
tasks (N=15, Age=18-54, M=28.1, SD=10.7, 7 male, 7 female, and 1
other/not listed). Each participant was given 60 minutes to com-
plete the study and was compensated 10 USD. Before conducting
the three tasks, participants watched a five minute introduction
video that described the features in their given interfaces, which
is followed a step-by-step training where participants created two
pre-defined Lenses, report the name of the third restaurant in their
search results, and report which keyword is missing from its re-
views. Participants finished the training steps using an average of
5.9 minutes (N=29, SD=3.8). For the main task, participants were
told to spend 10 to 15 minutes on each of the three tasks listed
above in order. Finally, participants answered a short post-survey
where we collected their subjective opinions about the systems us-
ing 7-point Likert scales and free-form responses.

4.1.1 Results for the Usability Study. One of our key hypotheses
was that the immediate visual explanation provided by Lenseswould
encourage participants to express their interests and continually
collect and refine those interests throughout the search process.
This hypothesis appears to have been validated by the data. On
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Lab Lab Field
Action Baseline SearchLens SearchLens

add terms by typing 3.67 σ=2.82 5.50 σ=4.86 7.00 σ=5.39
add from suggestions n/a 1.57 σ=1.99 3.20 σ=1.79

add from reviews n/a 0.29 σ=0.73 0.40 σ=0.55
total add actions 3.67 σ=2.82 7.36 σ=6.10 10.60 σ=3.71

remove a keyword 4.67 σ=4.27 3.50 σ=2.79 4.20 σ=2.68
adjust weights n/a 8.93 σ=7.54 12.80 σ=7.89

N=15 N=14 N=5
Table 1: Mean statistics for number of Lens editing actions
performed by participants. Participants used SearchLens in
the lab studymore frequently add keywords to refine Lenses
compared to baseline (t(27)=2.12, p<0.05). Participants in the
field study conducted their own tasks.

average, participants in the SearchLens condition saved 20.43 key-
words across their Lenses (N=14, SD=7.33), significantly more than
participants in the baseline condition who saved 11.15 keywords
(N=15, SD=3.58; t(27)=4.12, p<0.001). Importantly, this difference
is likely not attributable to different perceptions of the task across
conditions, as in both the SearchLens and baseline conditions par-
ticipants generally created one Lens for each task criteria and com-
bined multiple Lenses for each task (e.g., decor, drinks) and there
was no difference between the total number of Lenses created be-
tween conditions (SearchLens: 7.6, baseline: 6.5; t(27)=0.92, p=0.36).
In other words, the term-based interactive visual affordances sup-
ported by SearchLens seemed to encourage people to collect more
terms indicative of their interests.

This pattern appeared to hold true throughout the search pro-
cess for the iterative refinement of Lenses as well (Table 1). On
average, participants using SearchLens added keywords to exist-
ing Lenses 7.4 times (N=14, SD=6.1) while those in the baseline
condition did so 3.7 times (N=15, SD=2.8), which was found to be
a significant difference (t(27)=2.12, p<0.05). This suggests that the
added benefits from the visual explanation and exploration feature
encouraged participants to iteratively refine their Lenses and al-
lowed them to discover useful keywords more often.

We also examined whether participants found the added visual
exploration features to be useful, and how the added benefits af-
fected their behavior. By examining the behavior logs, we found
participants using SearchLens frequently use the visual exploration
feature. On average, each participant clicked on 25.86 (SD=29.19)
keywords to filter reviews that mention a specific keyword instead
of sifting through reviews to find ones that mentioned it (Figure 6).
In both conditions, participants can also click on the name of a
restaurant to see a list of reviews ranked by all active Lenses.While
there is suggestive evidence that the filtering of reviews led to less
use of the generic review lists, the result was not significant based
on the number of participants in the study (M=6.33, 3.07; SD=5.78,
5.92; t(27)=1.50; p=0.15).

These results suggest SearchLens allowed participants to main-
tain a broader search goal withmultiple interests, while at the same
time explore and compare different options at a finer-grain level
interactively instead of sifting through the reviews of each restau-
rant.

Figure 6: Participants in the SearchLens condition were less
likely to read through unfiltered lists of reviews than the
baseline condition, which was accompanied by increased
use of the SearchLens-specific ability to filter reviews rele-
vant to different keywords.

4.2 Field Study
Our field deployment study aimed to test our idea of reusable and
re-composable Lenses in real-world settings. Five participantswere
recruited from the first study based on their high self-reported in-
terest in researching restaurants online and in participating in a
follow up study (N=5, Age=18, 20, 22, 23, and 25, 4 male, and 1 oth-
ers/not listed). The participants were given access to the Search-
Lens system via the internet, and were asked to use the system for
at least 60 minutes in total over a three day period. Although they
were free to choose from any of the 11 cities in the dataset for this
study, all five participants conducted tasks for their current city.
Afterwards, they return to the lab and were given 45 minutes to
finish a survey with primarily free-form questions, and were inter-
viewed for another 15 minutes. Each participant was compensated
with 40 USD for finishing the study.

Participants createdmore Lens keywordswhen conducting their
own tasks comparing to participants in the lab study (Figure 7).
On average, participants in the field study created 13.40 (SD=3.65)
Lenses, significantly more than participants in the lab study that
created 7.64 Lenses (SD=6.54; t(17)=2.46, p<0.05). They also saved
significantly more keywords than participants in the lab study (lab:
20.4, field: 30.0, t(17)=2.50, p<0.05). Admittedly, it can be difficult to
measure how much time participants actually spent using Search-
Lens in the field, nevertheless, results suggest that participants
were able to accumulate more interests Lenses over a three day
period than participants who spent 60 minutes in the lab study.

All five participants conducted multiple tasks during the study.
Many explored different types of restaurants that they liked in the
city using multiple Lenses, using SearchLens to build “an overview
interface for restaurants in the city that I might like” (P1, P3, P4,
P5). Participants also had more specific goals, including to check if
there are vegan restaurants she has not discovered yet (P5), restau-
rants that serve bubble tea (P2), pizza places that offer Chicago
deep dish-styled pizza (P3), and Mexican restaurants that has ve-
gan options on the menu (P2).
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Figure 7: Number of Lenses and keywords specified by
participants under different conditions. In the lab study
with predefined search tasks, participants using SearchLens
(blue) created a similar number of Lenses but usedmore key-
words than the baseline condition (green). Participants in
the field study (red) conducted their own tasks.

4.2.1 Refining Lenses. While participants reported creating Lenses
based primarily on prior knowledge, all five participants also re-
ported refining their Lenses throughout the process. Several cited
that the shaded cells of the visual explanation helped them quickly
noticed some keywords were too uncommon, and that an impor-
tant concept of interest was missing from the search results (P1,
P2, P5). One also mentioned noticing and removing ambiguous
keywords when using the mention filtering features (P4). Partic-
ipants also learned about new keywords which they added to their
Lenses, sometimes replacing existing keywords, from both the sug-
gestions (P1, P2, P3, P5) and from the reviews (P1, P2). Interest-
ingly, the behavioral logs (Table 1) suggest they frequently discov-
ered them from the systems’ suggestions, indicating the value of
the word2vec approach which we initially were concerned about
for being noisy. This also points to potential future work in auto-
suggesting Lenses which we intentionally avoided here due to con-
cerns about agency and explainability.

4.2.2 Breadth andDepth. Participants created both general, breadth-
oriented Lenses andmore specific, depth-oriented Lenses. P4 specif-
icallymentioned that it was useful being able to search for different
genre (i.e., American, Mexican, or Indian restaurants) and at the
same time pay attention to very specific dishes (i.e., cheese steak
sandwich made with chicken), while still being able to see how
each result match with different things, citing that “more specific
things are hard to search for on Yelp.” Alternatively, P3 presented an
interesting use case for deeper exploration of a specific genre, by
first creating an more general Indian Food Lens, and then creating
multiple more specific Lenses describing specific dishes from dif-
ferent regions of India, generating an overview of different styles
of Indian restaurants in the city.This suggests that some users may
want to create higher level groups of Lenses

4.2.3 Reusing Lenses: Combinations and Task Resumption. Partic-
ipants reported their strategies for how they reused their Lenses,
which can be broken down into two non-exclusive categories. The
first use case we observed was task resumption between multi-
ple search sessions (P1, P3, P4). Participants described having the
ability to switch to a different sets of Lenses yet still keep the
original Lenses for the future being useful (P3). One participant
(P1) searched with a single Lens most of the time, but still cited
that being able to re-enable Lenses from past sessions and to con-
tinue work on previous tasks and refined restaurants being useful.
For the second use case, participants mentioned reusing Lenses
in combination with other Lenses (P2, P3, P5). When asked about
which of their Lenses were used in combination with different
other Lenses, participants reported Lenses that concerned style
and environment (Cute and Quirky (P5), Atmosphere and Vibe (P2,
P5), Friendly Staff (P3)), price (Inexpensive (P2, P3), Large Portion
(P3)), and some food-related but not for a general genre (Fresh (P2),
Fast Casual (P2), Vegan Options (P2, P5), Strong Beer (P3)).

4.3 Overall Usefulness and Other Usecases
Through the lab and the field studies, we found evidence that us-
ing user-generated Lenses to provide visual explanation for deeper
exploration was beneficial and effective in incentivizing users to
externalize and iteratively refine their interests using Lenses. This
occurred throughout the search process almost twice as frequently
when compared to participants in the baseline condition which did
not include the visual explanation and exploration features (Fig-
ure 4). As a result, participants using SearchLens created richer
Lenses with nearly double the number of keywords on average
compared to participants in the baseline condition. Participants
also frequently used the visual explanation feature to explore the
individual items in their search results, filtering reviews using dif-
ferent keywords in their Lenses 25.9 times on average. To test Search-
Lens in real-world settings, participants in the field study conducted
their own tasks, and provided insights into their strategies in build-
ing and refining Lenses, as well as their strategies of composing
and reusing Lenses across context and across search sessions over
a three day period.

From the field study interviews, three out of the five participants
said that they actually found and saved interesting restaurants dur-
ing the study, and intend to visit those restaurant in the near future
(P1, P3, P4). P1 in particular went to one of the restaurants he dis-
covered using SearchLens and was happy about the visit, and P3
used SearchLens to complete a previous task, saying “I wanted to
try deep dish pizza for some time since I moved to US. Finally found
one near the city. Kudos!” All participant expressed that they would
be interested in using SearchLens in the future if available, many
also cited other scenario that might benefit from SearchLens. P2
pointed to scenarios where he needed to “find a place for many peo-
ple that may want different things”, and mentioned that SearchLens
would be useful when her family visits her soon for his gradua-
tion.These results suggest that SearchLens was effective at helping
users effectively find items that matched their specific interests.
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5 LIMITATIONS AND FUTUREWORK
One limitation of the current implementation of SearchLens is its
lack of ability to filter restaurants using theirmetadata, such as geo-
graphic location. We intentionally did not expose this information
to our participants so we can focus our studies on allowing them
to build personalized Lenses. However, practical systems would
likely combine both paradigms to maximize efficiency. Utilizing
metadata can also augment user-defined Lenses, for example, tak-
ing into account whether the a review that matched a specific Lens
was positive or negative and whether the review poster’s interests
matched with the user’s personal interests. However, the interac-
tions between the two paradigms would require further studies.
On the other hand, utilizing existing techniques for query term
generalization beyond stemming or lemmatization, such as syn-
onyms, semantic wordmodels, or query expansion, can potentially
improve recall, but their effects on the visual explanations would
also require further studies.

Another obvious limitation of SearchLens it that it requiredmore
user effort upfront in order to receive the benefits provided by the
system, such as reuse, explanation, and exploration. On a 7-point
Likert scale, most participants from our lab study responded favor-
ably in the post-survey to this trade-offwith 64% agreed or strongly
agreed that SearchLens is an improvement to the traditional search
interfaces, and another 21% somewhat agreed with the statement,
however, the long-term effect remained to be seen. One way to ex-
tend SearchLens is to combine machine learning and information
retrieval approaches to reduce the effort of building Lenses, such
as building interest profiles automatically, or using collaborative
filtering and query expansion for expanding or inferring Lenses
automatically [2, 43, 50], or word-sense disambiguation techniques
for resolving ambiguous keywords [52].

Alternatively, we could also exploreways to allow users to share
their Lenses with each other through explicit or implicit collabora-
tions. For example, one participant mentioned “It would be nice if I
can see what Lenses a local person would use if I’m traveling, because
I always try to ask the locals about where I should eat.” Allowing ac-
cess to Lenses created by previous users or expert users could po-
tentially enable expertise transfer and accumulation through con-
tinuing refinement of a set of Lenses. For example, locals and past
travelers could iteratively curate a set of Lenses that leads to an in-
teractive and explorable list of local specialties for future travelers.

Another promising direction is to more deeply explore the idea
of user-generated interest profiles and how they could dynamically
influence the different interfaces accessible to the user or interact-
ing with users in more proactive ways. Since we asked the field
study participants to use SearchLens for their own tasks, most par-
ticipants searched for restaurants in the city they lived in. Some
participants that conducted more targeted search tasks (P2, P3, P5)
mentioned that theywere already familiar withmost of the options
in the city that fits their goals, but would still occasionally search
online to see if there were new restaurants that match their inter-
ests (P2, P5). As users continue to use SearchLens, the system will
accumulate more understanding of what the users is interested in,
and can potentially detect and notify the users of new information
that might be of interests with high accuracy [51]. Alternatively,

existing users may use their repository of Lenses to explore or cu-
rate the restaurants in an unfamiliar city. Participants in the field
study also pointed to the potential of Lenses being useful for other
types of information and domain, including shopping (P2, P3), trip
planning (P2, P5), buying a house (P2), and job hunting (P4).

6 CONCLUSION
In this paper we introduced SearchLens, a novel approach that al-
lows users to specify and maintain their profile of multifarious and
idiosyncratic interests. This enabled them to reuse and re-compose
their different interests across scenarios, as well as maintaining
context across multiple search sessions. To encourage users to put
in the up-front effort of curating Lenses, we explored ways of us-
ing Lenses to provide immediate benefits of visual explanation and
deeper exploration of search results. Across a lab and field study
we observed that participants expressed their interests with signif-
icantly more query terms, and found benefits in the SearchLens
approach, including being able to transfer and reuse their Lenses
across contexts, being able to interpret new information that re-
flects their own personal interests with transparency, and working
at multiple levels of specificity and hierarchy. More fundamentally,
being able to visualize and explore new information in ways that
promote transparency can potentially empower users to be more
aware of their online information diet. For example, as a way to
manipulate their own social media feeds, and being more aware of
how posts were selected or hidden. We believe SearchLens repre-
sents a first step towards a transparent and user-centered approach
to addressing subjective and fragmented nature of information to-
day.
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